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Abstract — PUBG (PlayerUnknown’s Battlegrounds) is a video game that has become popular in the past year. This paper aims to predict the placement of PUBG players during the match by detecting the influential features set that can impact the outcome of the PUBG game and build the best prediction model using a machine learning approach. In this study, the dataset is taken from Kaggle, which has 29 attributes that are categorized into one label (winPlacePerc). The training set has divided into five sets with each set has 6000 instances. The decision tree regression model was applied to find the optimum prediction. Other regression models such as Linear Regression and Support Vector Machine are also utilized to compare with the decision tree model’s result. Based on the result analysis, the walkDistance feature was deemed as the most significant factor influencing the results of a PUBG game. Furthermore, there are other common features obtained from the five datasets that represent the crucial factors which are boosts, DBNOs, killPlace, kills, rideDistance and matchDuration. From the three regression models, the Support Vector Machine model built on the significant features has the best performance in terms of RMSE value while the Decision Tree Regression model has the fastest prediction speed among these regression models.
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I. INTRODUCTION

The PlayerUnknown’s Battlegrounds or more known as PUBG is a famous online multiplayer battle royal game, which is one of the creations of Brendan Greene [1]. The concept of this survival shooting game was formulated from previous mods he made for the ARMA game, which is a video game series of first-person tactical military shooters motivated by the Japanese film called Battle Royale [2]. This battleground game is played by up to one hundred players, where they can choose to play solo, duo, or with a small team of up to four people. They can also choose to play either from the first-person perspective (FPP) or third-person perspective (TPP), each having its advantages and disadvantages in combat and situational awareness. Players need to survive by killing other players of different teams until they become the last man standing and wins the match [3]. A full round averagely takes less than 30 minutes with each match starts with players parachuting from a plane onto any ground areas of the map. Once they landed, players need to search for weapons, armour, and other equipment in any buildings, ghost towns and other sites that have been procedurally distributed throughout the map. Figure 1 below
is played up to on average takes less than 30 minutes with each match starts with a last man standing and wins the match by killing other players of different teams until they become the last person standing. The most common video games genres in esports are multiplayer online battle arena (MOBA), first-person shooter (FPS), fighting, card games, battle royals, and real-time strategy (RTS) [5]. Esports tournaments had always been between amateurs. However, in the late 2000s, its popularity surges when there is increasing in participation by professional gamers and spectatorship through live streaming [6]. In 2018, tournaments of esports games reached 380 million audiences, mostly made up of esports enthusiasts as reported in [7]. The report also stated that PUBG as the newly developed game contributed a lot to rising global growth in esports.

Esports, also known as electronic sports is a type of organized sports competition format of video games [4]. Esports is particularly participated by professional players, individually or as teams with the champion prize as their goal. The most common video games genres in esports are multiplayer online battle arena (MOBA), first-person shooter (FPS), fighting, card games, battle royals, and real-time strategy (RTS) [5]. Esports tournaments had always been between amateurs. However, in the late 2000s, its popularity surges when there is increasing in participation by professional gamers and spectatorship through live streaming [6]. In 2018, tournaments of esports games reached 380 million audiences, mostly made up of esports enthusiasts as reported in [7]. The report also stated that PUBG as the newly developed game contributed a lot to rising global growth in esports.

A corresponding need to evaluate tactics and anticipate behaviours has arisen in parallel with the rise of esports. This led to the emergence of esports analytics. Esports analytics can be defined as the process of using data relating to esports, primarily in order to find meaningful patterns and trends in behavioural data and use visualization tools to assist with the decision-making process [8]. In esports analytics, win prediction has become the main focus, hence many analytical techniques have been developed to forecast the results [9].

Machine learning is an application from Artificial Intelligence (AI) that has the capability of learning a set of data by itself and make models from the data sample to make a decision [10]. Technologies such as machine learning have become favourable in predicting the reliable outcome of esports games as it can provide useful information to plan strategies and tactics. Supervised learning which is a technique from the machine learning can trains a known set of input and output data to develop a predictive model which can be evaluated during testing [11], [12]. Supervised learning using a regression approach is used when the response data consists of continuous or real values such as for forecasting, time series modelling and finding the causal effect [12], [13]. There has been a lot of regression model that has been introduced such as regression tree (random forest), linear regression and support vector machine [14]–[16].

There has been a lot of studies conducted using supervised learning on esports analytics as it is very useful in handling a complex task that involves large amounts of variables. However, the majority of the previous studies were focusing on other esports games such as Dota with different machine learning approach [17]–[19]. Other studies related to PUBG analytics have used a few different models such as light gradient boost machine, multilayer perceptron regression, and random forest [20], [21]. There has been a lack of research conducted on PUBG game analytics using the decision tree regression model technique.

In this study, a large dataset that consists of 29 variables including one continuous response requires a supervised learning approach using a regression model that can help in finding the patterns between input and output variables. Thus, this study aims to use the Decision Tree Regression model that could predict the PUBG player placement in matches based on several attributes of player’s performance. After that, the Regression Tree model will be analysed using the RMSE value which determines the most important attributes of a player’s performance in PUBG matches. Lastly, the performance of the modelled regression tree will be compared with other supervised learning based on the most important attributes of a player’s performance in PUBG matches.
This study uses the PUBG game stats from the Kaggle website [22], where it has already separated into a training set and testing set. As this study mainly focuses on identifying the most important features, only the training set will be used throughout this study. The data from the training set which consist of about 4.5 million instances will be randomly selected into five sets, each has 6000 instances for faster computation. Each set consists of 29 features which include winning placement percentile as the target of prediction. Overall, the analytic procedures will be carried out using Regression Learner Apps which is available in MATLAB. Feature selection is a critical process during the analytical procedures to eliminate the least significant or insignificant attributes. The remaining features will be trained and continue to remove each attribute to see the performance’s changes until it produces the best performance model in term of RMSE value, containing a set of significant features. From the features set of the best model, the training process repeats using other regression models which are linear regression and support vector machine (SVM) to compare their results of RMSE value and training time with the regression tree model.

II. RELATED WORK

A. Sports Analytics
Sports analytics is the research and evaluation of competitive sports performance and tournaments using statistical methods [23]. There are three basic elements in sport analytic which are data mining, predictive models, and information systems. [24]. The purpose of sports analytics is to give information to the decision-makers which are the coaches, trainers, and personal executives for them to develop tactics to gain advantages in sports competitions [24]. There are thousands of websites devoted to sports statistics’ research and analysis and how these contribute to forecast outcome. FiveThirtyEight.com is one example that provides information about the upcoming game, series or season sports [25].

There are several studies related to sport and game analytics that utilize the machine learning approach. For example, the work in [26] used few predictive machine learning models such as Gaussian naïve Bayes, support vector machine, random forest, and gradient boosting to determine the important factors that contribute to English Premier League Football match result. The data from 11 seasons of United Kingdom Football match results were used in this study and found that all the models obtained less predictive accuracy from bookmaker’s predictions.

Another study of sports analytics has conducted to predict the outcomes of the Indian Premier League on cricket game using multivariate regression and neural networks [27]. Overall, the recent studies focused on machine learning implementation instead of conventional statistical approaches in formulating and finding the pattern which is useful in increasing the athlete performance though sport analytic concept.

B. Esports Analytics
Esports can be different from sports in term of the outcome and interface [28]. Esports found to give an outcome in the virtual world and mediated by the human-computer interface, which is the electronic systems such as keyboard, mouse, sensors. In these recent years, esports has become a major international sport with millions of viewers [8].

Recent work by [21] has almost the same objectives as this study which is to predict the PUBG game results. The authors have used the same dataset which is the PUBG dataset from Kaggle website [22]. They also have made some data engineering process to the dataset which is removing outliers and combined some of the features into one variable. In the research, they have used few machine learning techniques including linear regression, Lasso regression, Elastic net, Ridge regression and Stochastic Gradient Descent (SGD) regression. From all the regression models, the authors have selected a trained model using Ridge regression as the best model due to the lowest mean absolute error (MAE) value obtained from the model as the regression model can handle multicollinearity data very well. Furthermore, the study has used random forest algorithm and LightGBM model to train those data and have got their best MAE
value (MAE = 0.0204) by using the LightGBM technique.

Another study has been made to predict the PUBG game matches outcome as presented in [29]. The authors have used the dataset from Kaggle as well. In this study, the authors used Weka software in the feature selection process to filter out insignificant attributes. On top of that, they have inserted new features to improve model performance. The new features are playerJoined, killsNorm, damageDealtNorm, heals And Boosts, totalDistance, boostsPerWalkDistance, healsPerWalkDistance, killsPerWalkDistance, healsAndBoostsPerWalkDistance and team. With the new features added combined with the existing dataset, they trained the dataset using various regression technique which are LightGBM Regression (Light Gradient Boosting Machine Regression), MultiLayer Perceptron, M5P and Random Forest. The models’ performances were measure in the MAE value and found LightGBM regression model as the best model with the lowest MAE value.

C. Supervised Machine Learning: Regression Models

Machine learning is a part of Artificial Intelligence (AI) where it works by training data fed by a human. The training process itself means giving a set of inputs data and also the expected outputs data [30]. From the training, machine learning will produce its model that will be used to map new data in the testing process. Machine learning can be classified into two major categories, which are supervised learning and unsupervised learning. In supervised learning, this method is useful for classification and regression types while unsupervised learning used for clustering data set. This study will be focusing on supervised machine learning to predict the correct response (predicted) in correspond with the input (features) trained to them [31], [32].

The crucial part of the regression technique is feature selection or extraction which is to extract only useful information from the raw data. The feature selection is important to reduce the dimension of the dataset hence increase the model performance [31]. It also benefits in reducing training time and prevent overfitting as fewer data will reduce the model complexity.

The performance of this machine learning can be evaluated by the prediction accuracy which equals the percentage of correct prediction divided by the total number of predictions.

D. Decision Tree Regression

One of the famous regression techniques is a decision tree. A decision tree is a hierarchical design that implements the divide-and-conquer approach. A regression tree deals with the prediction of a continuous response variable given the values of the predictors [33], [34]. This model is in the form of a tree structure built top-down from a root node that represents the entire learning set. The root node is partitioned homogeneously into branches and parent nodes based on the impurity measure. A parent node will further split into two child nodes and it will continue to split until a leaf node is constructed where there is no further split that can be made. A node represents a subset of the predictor variable while the leaf node represents the numerical target [31].

In this project, the decision tree will be used to observe the most significant attributes in predicting the player’s performance in PUBG matches.

III. PROPOSED SYSTEM

The workflow for this study is based on the following Figure 2 which comprised of five steps explained further in several subsections.

![Fig. 2. Research methodology workflow](image-url)
A. Data Collection
The PUBG dataset used in this study was obtained from Kaggle [22]. It contains a large number of anonymized PUBG game stats, formatted so that each row contains one player’s post-game stats. The dataset consists of 29 variables, including the target class, the winning placement percentile where 1 corresponds to first place and 0 corresponds to the last place in the match. These include all features for solo, duo and squad mode and are aggregated across all regions. The dataset contains three variables with unique columns which are the ‘Id’, ‘groupId’ and ‘matchId’, and one categorical variable which is the ‘matchType’. While other 25 variables were characterised as a double type of numerical values. The dataset provided by Kaggle was already divided into the training set and testing set in form of an excel file (.csv file). The only training set was used throughout this study as it only focuses on determining the influential features. The dataset variables and their descriptions are shown in Table I.

B. Data Pre-processing
The training dataset which consists of 4.5 million instances will make the computation expensive and time consuming [35]. Therefore, the training dataset was further divided into five small sets which are randomly selected and saved in a .csv file for five times repetitions. Each set contains 6000 different instances but with the same variables. All five datasets were imported into MATLAB software version R2018b and saved in the workspace. For the data analysis step, Regression Learner App from the machine learning toolbox in MATLAB was used. This built-in app can train regression models to make predictions using supervised machine learning. The first dataset was selected in a new session to start extracting its response and predictors. Predictors such as Id, groupId and matchId have unique columns hence they were removed, as these predictors are not giving any information to the models [36]. Therefore, 25 features were remaining for training the models. For the validation scheme, 25 per cent of holdout validation was selected for faster training as it is recommended for large datasets.

This validation method helps in examining the accuracy of the model and protects the model from overfitting [37].

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>assists</td>
<td>Number of enemy players damaged by this player but were killed by teammates</td>
</tr>
<tr>
<td>boosts</td>
<td>Number of boosting items used</td>
</tr>
<tr>
<td>damageDealt</td>
<td>Total number of damages dealt with enemy players</td>
</tr>
<tr>
<td>DBNOs</td>
<td>Number of enemy players knocked</td>
</tr>
<tr>
<td>groupId</td>
<td>Id to identify a group in a match</td>
</tr>
<tr>
<td>headshotKills</td>
<td>Number of enemy players killed with headshots</td>
</tr>
<tr>
<td>heals</td>
<td>Number of healing items used</td>
</tr>
<tr>
<td>Id</td>
<td>Player’s id</td>
</tr>
<tr>
<td>killPlace</td>
<td>Ranking in match based on the number of enemy players killed</td>
</tr>
<tr>
<td>killPoints</td>
<td>Kills-based external ranking of players</td>
</tr>
<tr>
<td>killStreaks</td>
<td>Maximum number of enemy players killed in a short amount of time</td>
</tr>
<tr>
<td>kills</td>
<td>Number of enemy players killed</td>
</tr>
<tr>
<td>longestKills</td>
<td>The longest distance that enemy players killed</td>
</tr>
<tr>
<td>matchDuration</td>
<td>Duration played in a match in seconds</td>
</tr>
<tr>
<td>matchId</td>
<td>Id to identify the match</td>
</tr>
<tr>
<td>matchType</td>
<td>Type of match mode played</td>
</tr>
<tr>
<td>maxPlace</td>
<td>Worst placement in the match</td>
</tr>
<tr>
<td>numGroups</td>
<td>Number of groups in the match</td>
</tr>
<tr>
<td>rankPoints</td>
<td>Number of points gained for ranking</td>
</tr>
<tr>
<td>revives</td>
<td>Number of teammates revived by this player</td>
</tr>
<tr>
<td>rideDistance</td>
<td>Total distance travelled by riding vehicles in meters</td>
</tr>
<tr>
<td>roadKills</td>
<td>Numbers of enemy players killed while riding vehicles</td>
</tr>
<tr>
<td>swimDistance</td>
<td>Total distance travelled by swimming in meters</td>
</tr>
<tr>
<td>teamKills</td>
<td>Number of teammates killed by this player</td>
</tr>
<tr>
<td>vehicleDestroys</td>
<td>Number of vehicles destroyed</td>
</tr>
<tr>
<td>walkDistance</td>
<td>Total distance travelled by walking in meters</td>
</tr>
<tr>
<td>weaponsAcquired</td>
<td>Number of weapons picked up</td>
</tr>
<tr>
<td>winPoints</td>
<td>Win-based external ranking of players</td>
</tr>
<tr>
<td>winPlacePerc</td>
<td>Winning placement percentile which is the target of prediction</td>
</tr>
</tbody>
</table>

C. Feature Analysis
Before the process of matchmaking the best predictors, all the predictors were evaluated individually with the response. This phase was to observe the correlation between each predictor and target variable, or the predictor importance which later will assist in finding different combinations of predictors in order to get the list of most significant predictors. This step was performed by training the predictor one by one for all 25 features using the regression tree model. The performances of every predictor were observed and compared in terms of R-squared value. In statistical analysis, R-squared is a measure of the proportion of variation of response explained by the predictor [38], [39]. In a simple meaning, R-squared can
show how well the data fit into the regression model or how strong is their relationships. In conventional statistics, the formula for finding the R-squared value is as follows in Equation 1:

\[ R^2 = 1 - \frac{SSE}{SST} \]  

(1)

where SSE is the sum of squared errors of the actual data in the model, and SST refers to the total sum of squares [38].

SSE and SST can also be defined as Equation 2 and Equation 3 respectively:

\[ SSE = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \]  

(2)

\[ SST = \sum_{i=1}^{n} (y_i - \bar{y})^2 \]  

(3)

where \( \hat{y}_i \) is the predicted value, \( \bar{y}_i \) is the mean of observed value, \( \bar{y} \) is the observed value, and \( n \) is the number of observations [39].

For a regression that uses only one predictor, as what happened during this phase, the R-squared value is equal to the square of the correlation coefficient, \( r \) between the predictor and response [38], [39]. During this phase, a correlation features set which are the features that have significant R-squared values, and no-correlation features set which are features with zero or negative R-squared value were obtained.

D. Feature Selection

The focus of this study is to filter out the predictors that are not relevant and insignificant to make predictions in the future outcome and want to keep the remaining predictors who give the most impact to the response. Feature selection was performed on the PUBG dataset by using the feature selection tool in Regression Learner App to choose any predictors to be included in the model. In this feature selection phase, RMSE and R-squared values were observed and compared between different models which have different features combinations. RMSE or root mean square error was beneficial in interpreting the accuracy of the model in prediction [40]. RMSE value measured the errors in the model by measuring the differences between the predicted value and observed value [40]–[42]. Statistically, RMSE is defined as shown in Equation 4:

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \frac{(\hat{y}_i - y_i)^2}{n}} \]  

(4)

where \( \hat{y}_i \) is the predicted value, \( y_i \) is the observed value and \( n \) is the number of observations [40]–[42].

In Regression Learner App, all the results value such as R-squared values and RMSE values were computed automatically after training the models and were displayed on the results box as shown in Figure 3. This app also computed other statistical performances such as mean absolute error (MAE), mean squared error (MSE), prediction speed and the training time. However, this study used two statistical values which were RMSE and R-squared values to compare different trained models.

Initially, a regression tree model was trained by using all predictors which were 25 predictors to set a benchmark for the simplified model. The model was trained using all regression tree types, which are fine tree, medium tree and coarse tree. The highest performance of the regression model tree type which has the lowest RMSE value was selected to train models afterwards. In identifying which features are the most significant, the new regression tree model was trained by removing the features one-by-one, from the weakest correlated variable which has the least value of individual R-squared until the strongest correlated variable which has the most value of individual R-squared. A new benchmark was set when the model obtained the smallest value of RMSE after removing one predictor. However, when the model had a higher RMSE value after removing one predictor, the predictor was kept in the next round. These rules were followed for every predictor until it met the stopping criteria which were removing predictor with
the highest R-squared value. The model with the lowest RMSE value and its features set was recorded as the most significant features set. All the steps during data pre-processing, feature analysis and feature selection were performed for all dataset which is dataset 1 until dataset 5.

![Results](image)

**Fig. 3.** The results box displayed the computed statistical performance obtained after training the models.

**E. Regression Models**

All the datasets and their set of significant features were trained using the regression tree model. The best regression tree model with the highest performance was exported to the workspace.

Every dataset may result differently and not precise because of different instances in all datasets. To get a better comparison, all datasets were trained using the set of features from other datasets obtained during the feature selection phase earlier. For example, new regression tree models of dataset 2 until dataset 5 were trained using the significant features set from dataset 1. This method was repeated by using another significant feature set from dataset 2, dataset 3, dataset 4 and dataset 5.

Another comparison made was by comparing the regression tree models with another regression technique which were the linear regression and support vector machine (SVM). Every dataset and its own set of significant features were trained using these two regression models instead of the regression tree model. All linear regression types which are linear, interactions linear, robust linear and stepwise linear were trained and the best-performed model was selected. Similarly, all SVM model types which are linear SVM, quadratic SVM, cubic SVM, fine Gaussian SVM, medium Gaussian SVM and coarse Gaussian SVM were trained and was selected as the best model.

The performances of models were recorded in RMSE and its training time. All these comparison steps were performed by using the same app which is the Regression Learner App in MATLAB as this app provides various regression techniques to be trained. This method also used the same validation scheme which was 25 per cent of holdout validation.

**IV. EXPERIMENT AND RESULTS**

**A. Feature Analysis Results**

Figure 4 – Figure 8 shows the R-squared values of the regression tree model trained using individual predictors versus response (winPlacePerc) obtained from dataset 1, dataset 2, dataset 3, dataset 4 and dataset 5. From the figures, it was clearly shown that ‘walkDistance’ attribute has obtained the highest R-squared value which ranged between 0.7 and 0.8 while the ‘killPlace’ attribute ranked as the second-highest R-squared value, ranged in between 0.6 and 0.7. It means that ‘walkDistance’ explained about 70-80% of the variance in the model while ‘killPlace’ explained 60-70%. In most statistical analysis, it was explained that the closest the R-squared value to 1, the better the relationship between the independent variable and the dependent variable (response) [38], [39]. Some researchers use the rule of thumb to interpret the R-squared value. According to the rule, R-squared higher than 0.3 is considered as a strong relationship, R-squared value between 0.1 and 0.2 is moderate, while less than 0.1 is a weak relationship [43]. In other words, a high R-squared value indicates that the predictor provides high information to the response while zero or low R-squared value means that they have no or less information.

There were few inconsistencies in these results where some of the predictors have a weak relationship, meaning they have R-squared value higher than 0 in the certain dataset, but have no relationship or zero R-squared value.
in other datasets. For example, ‘winPoints’ and ‘rankPoints’ attributes do not correlate dataset 2 but they appeared to have some or least significant to the response in dataset 1. These dissimilarities may cause by the missing values hence effecting inaccurate results [44]. According to these figures, there are also negative R-squared values. The ‘matchDuration’ attribute recorded negative R-squared value (-0.1 to 0 range) in all datasets. However, most statistics books or previous researches obtained 0 to 1 R-squared value instead of negative values. The negative value may be due to the regression sum squared error greater than the mean value [38].

![Fig. 4. R-squared value of individual predictors versus WinPlacePerc in dataset 1](image1)

![Fig. 5. R-squared value of individual predictors versus WinPlacePerc in dataset 2](image2)

![Fig. 6. R-squared value of individual predictors versus WinPlacePerc in dataset 3](image3)

**B. Feature Selection Results**

The set of significant features are shown in Table II below which were trained using the regression tree models. This method managed to reduce the dataset features from 25 to 7 (dataset 1, dataset 2), and from 25 to 8 (dataset 3, dataset 4, dataset 5). The similarities in all dataset are ‘DBNOs’, ‘killPlace’, ‘kills’, ‘matchDuration’, and ‘walkDistance’ attributes. The ‘rideDistance’ and ‘boosts’ attributes appeared to be significant in three datasets from five, hence it can be assumed to be a significant attribute in winning the PUBG game.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Significant features set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DBNOs, killPlace, kills, matchDuration, rideDistance, weaponsAcquired</td>
</tr>
<tr>
<td>2</td>
<td>DBNOs, killPlace, kills, matchDuration, rideDistance, walkDistance, weaponsAcquired</td>
</tr>
<tr>
<td>3</td>
<td>boosts, DBNOs, killPlace, kills, matchDuration, maxPlace, numGroups, walkDistance</td>
</tr>
<tr>
<td>4</td>
<td>boosts, DBNOs, killPlace, kills, longestKill, matchDuration, numGroups, walkDistance</td>
</tr>
<tr>
<td>5</td>
<td>boosts, DBNOs, killPlace, kills, matchDuration, rideDistance, walkDistance, weaponsAcquired</td>
</tr>
</tbody>
</table>

Surprisingly, some of the strong correlated features during feature analysis such as ‘heals’ attribute was not included in the significant features set while some of the weakly
correlated features such as ‘DBNOs’ has better significant to the model. On top of that, the ‘matchDuration’ attribute which has a negative R-squared value in all datasets during feature analysis was found to be in the significant features list. The combination of predictors that are statistically significant but have low R-squared value is because the predictors have high variability around the regression line, while at the same time the high variability data may have a significant trend that provides some information about the response.

The performances of every dataset trained using those significant features set are presented in Table III. The results of applying the feature selection method indicate that this method can reduce the datasets dimensionality as well as the models’ performance. By comparing the models before applying and after applying feature selection, there are decrements in the RMSE values. According to [41], there is no absolute value or specific range to determine the good or bad RMSE value. However, in statistical books, the lower the RMSE value indicates the better fit or better prediction to the model [40], [41]. Therefore, the RMSE value from the original model (all features) was set as the upper limit. By referring to Table III, the RMSE values for all datasets are lower than the upper limit after applying the feature selection method indicated that the models have been improved with a lesser number of features. This means some of the features are not giving any impact in determining the game results. While the R-squared value did not improve much and cannot be compared and interpreted very well.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>All features</th>
<th>After feature selection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>R-squared</td>
</tr>
<tr>
<td>1</td>
<td>0.11659</td>
<td>0.86</td>
</tr>
<tr>
<td>2</td>
<td>0.12179</td>
<td>0.85</td>
</tr>
<tr>
<td>3</td>
<td>0.11631</td>
<td>0.85</td>
</tr>
<tr>
<td>4</td>
<td>0.11628</td>
<td>0.85</td>
</tr>
<tr>
<td>5</td>
<td>0.11910</td>
<td>0.85</td>
</tr>
</tbody>
</table>

C. Regression Tree Models Results
From the models in the feature selection method, a decision tree regression diagram was illustrated. A full decision tree diagrams were formulated from dataset 1, dataset 2, dataset 3, dataset 4, and dataset 5. To get a clearer view, the decision tree model was pruned to 110 levels by setting the pruning level in the regression tree viewer in MATLAB. The example of a simplified decision tree from dataset 3 is illustrated in Figure 9. Based on the figure, the ‘walkDistance’ attribute is on the topmost node which is the root node, indicates the most significant predictor in the dataset [45].

Another comparison was made to justify the results in the feature selection phase by comparing the model performances when training the significant features set from other datasets. The model performances in terms of RMSE value are presented in the lines graph shown in Figure 10 and the RMSE values are tabulated in Table IV, for all datasets.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>RMSE values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.11323</td>
</tr>
<tr>
<td>2</td>
<td>0.11700</td>
</tr>
<tr>
<td>3</td>
<td>0.11687</td>
</tr>
<tr>
<td>4</td>
<td>0.11658</td>
</tr>
<tr>
<td>5</td>
<td>0.11490</td>
</tr>
</tbody>
</table>

When all datasets trained using feature set 1 and feature set 2, they will get the same results of RMSE values because of the same variables in those feature set. However, on
average, all datasets obtained higher RMSE value when training with features set from other datasets rather than when training with their own significant feature set. For example, dataset 1 only obtained the best model when training with its own feature set, but the RMSE value became increases when trained with other models. This happens to the other datasets where they only became the most fitted model when trained with their own feature set.

The increments in the RMSE value means that some of the predictors are happened to be significant in a certain dataset only. It may cause by an unbalanced dataset where some of the datasets may contain stats from bots (robots, character controlled by computer), AFK (away from keyboard) players, hackers and cheaters players. These stats will disrupt the model in terms of accuracy. For instances, the cheaters might kill the enemies a lot by headshot which will make the dataset appeared to have ‘headshotKills’ as the significant attribute in winning the game. However, when this attribute is trained using other datasets that have not cheater stats, it will appear insignificant or less significant to the model. Therefore, it is wise to remove the bad stats that can interrupt the model accuracy.

Another comparison was made between regression models which are the regression tree, linear regression and SVM model using the significant feature set in each dataset, where the models’ performances were tabulated in Table V below in RMSE values. Based on the results, SVM models achieved lower RMSE values in all datasets than the regression tree and linear regression model. Some linear regression models have better performances than the regression tree model in dataset 2, dataset 3 and dataset 5.

Table VI shows the comparison of training speed between the three regression models. SVM model has the longest training time among those three models while the decision tree is the fastest prediction model. Therefore, it can be concluded that the SVM model has the most accuracy in predictions between these models, however, in terms of training time, the regression tree model wins in this comparison. A regression tree is more flexible in training large data due to faster prediction speed while training using the SVM model is very time-consuming.

### Table VI. The Training Time of Three Regression Models in Each Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training time (s)</th>
<th>Linear regression</th>
<th>Support vector machines (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.50</td>
<td>150.78</td>
<td>504.53</td>
</tr>
<tr>
<td>2</td>
<td>8.33</td>
<td>143.21</td>
<td>420.15</td>
</tr>
<tr>
<td>3</td>
<td>9.10</td>
<td>191.20</td>
<td>628.31</td>
</tr>
<tr>
<td>4</td>
<td>7.97</td>
<td>155.92</td>
<td>554.20</td>
</tr>
<tr>
<td>5</td>
<td>8.94</td>
<td>166.39</td>
<td>541.11</td>
</tr>
</tbody>
</table>

### V. CONCLUSION
This research has managed to accomplish the desired objective. The decision tree regression has been successfully modelled during the feature analysis and feature selection process where all the datasets were trained using the regression tree model to find the list of significant features using the Regression Learner App in MATLAB. The tree regression model using the RMSE value was later achieved during the feature selection process that assists in determining the most important attributes of the player’s performance in PUBG matches. Several regression models based on the RMSE performance was compared and fully accomplished during the regression model phase where three regression models which are regression tree, linear regression and support vector machine (SVM) were trained.

After investigating the regression tree technique to build the prediction model using the different combination of features from feature selection methods, the important attributes in winning the PUBG games are ‘boosts’, ‘DBNOs’, ‘killPlace’, ‘kills’, ‘matchDuration’, ‘rideDistance’ and ‘walkDistance’, where ‘walkDistance’ denoted as the most important...
attributes among them. After reducing some of the variables, there was a decrement in the RMSE value, meaning the model is improved. Although more features in the model will result in a higher performance theoretically, this study proves that the reduction in features causes a more effective model and better performances. This research has analysed and discussed the performances of different significant features sets on a dataset.

This study also has trained those significant features sets using three different regression models. The support vector machine (SVM) has the highest performance and better prediction model than the regression model and linear regression model. However, it is faster to train the model using a decision tree model and it is also easier to interpret the model.
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