Abstract—In this paper, we propose a novel technique for determining the Cyclic Redundancy Code (CRC) polynomials with the help of a heuristic search (Genetic Algorithms) for Wireless Body Area Networks (WBAN). We apply the resulting CRCs and an encryption technique for improving the error detection in the WBANs. Thereafter, we compare the resulting polynomials, with or without the encryption headers with the benchmark polynomial. Since the Ad-hoc On-demand Distance Vector (AODV) routing protocol is practical in WBAN, we integrated this protocol with the proposed technique for evaluating its performance. The main objective is to improve the error detection rate, which then improves the Packet Delivery Ratio (PDR) along with the network resource usage efficiency. The results indicated that this method is very successful, as it improved the PDR while decreasing the end-to-end (E2E) delay. The overhead is seen to increase because of the use of a novel control message. Also, the energy consumption increased due to the error messages was resent and due to the retransmission of the data packets. All these increased values are acceptable and led to an 80% increase in the PDR values for the stand-up scenario and a 23% increase for the hand waving scenario.

Index Terms— Cyclic redundancy check, Genetic algorithm, Wireless body area network.

I. INTRODUCTION

The Mobile Ad Hoc Network (MANET) represents a set of autonomous nodes that are interconnected with one another without any central administration [1]. All the nodes in the network consist of a restricted transmission range and can send or receive data packets via a multi-hop process. Thus, every node in the MANET acts as a host or router.

One application of the sensor network technology involves monitoring of human health [2]. Wireless Body Area Network (WBAN) is a form of the MANET technology wherein all the nodes comprise of small wireless sensors that can be worn or planted [3] on the body [2]. The sensors comprise of 4 units, i.e., capture, processing, transmission, and energy control units [3] [4]. The data is transmitted as packets, and a communication is established with the external base station through the sink nodes. A routing protocol establishes this routing of the data packets between the nodes and also determines the routes for data transmission through the sensor nodes so that they reach their destination [5]. One such routing protocol includes the Ad-hoc On-demand Distance Vector (AODV).

The WBAN consists of sensors and helps in keeping track of important signs, provides real-time feedback regarding the patient diagnostic processes [6] and can report the patient recovery progress because of illnesses or any surgical procedures [2]. Though WBAN has many benefits and is very popular in the healthcare sector, some limitations are observed with regards to preserving the data confidentiality or patient privacy [7], and the data integrity [8]. All these limitations arise due to its wireless nature.

The signals sent between the sender and the receiver nodes get disturbed due to dynamic distances, noises, non-linear line-of-sight, human anatomy, shadowing effect(s), and a fading phenomenon [9]. These factors corrupt the data packets, which need to be re-sent from their originating nodes, thereby decreasing the network PDR. As a result, many network resources are employed for resending the copies of the data packets [10].

One way to reduce the number of the corrupted data messages involves their detection at their destination. Also, errors during data transmission are detected using the Cyclic Redundancy Checks (CRC), as their efficiency depends on the polynomials used. The standard CRC implementation techniques are not very efficient; hence, some new implementation techniques have to be used, which are efficient in some aspects [11].

Better PDR indicates an efficient use of the network resources since the relay nodes prevent the transmission of data packets with compromised integrity. Thereafter, a notification is sent to the source node, which states that a corrupted data packet was transmitted. Once this notification is received, the source node begins a new transmission procedure and the message is resent. This decreases the distance travelled by the data packet before it is detected as corrupted, thus, improving the network efficiency.

II. RELATED WORK

The WBAN system is infiltrated by interfering with the routing protocol. In [1], different attacks occurring on the routing protocols along with attempts made for protecting the network have been discussed. In [12], the researchers proposed a novel optimised security scheme (which included the enhanced random key management), which comprised of the Low-Energy Adaptive Clustering Hierarchy (LEACH) protocol, which was based on the symmetric-key functions and simultaneously preserved the protocol core. This protocol employed the Random Pair-wise Keys (RPK) as its symmetric key system. This modified protocol displayed a mildly higher overhead value; however, due to its security
benefits; it was seen to be much better than the primary protocol.

In another study [13], the researchers discussed the Disruption-Tolerant Networks (DTNs) and described a cost-effective method for transferring the data through many unpredictable or irregular connections. The researchers also emphasized that the nodes could transmit the data packets despite their identities, but it could be subjected to many attacks like Denial-of-Service (DoS), black holes or wormholes. Hence, they suggested a Secure REPutation-based Dynamic (SReD) window scheme, which relieved some of the routing layer attacks and also showed a good performance in a general setting. The SReD system showed the following characteristic features: this system was (1) localized, (2) link-state-based, and (3) supported a multi-path routing [10]. This scheme considered the ‘trust index’ for every node and its adjacent node, designed an algorithm for the probability, and thereafter, switched between a few of the initial nodes.

Moreover, [14] proposed novel architectural design for improving the security of the wireless sensor networks, which consisted of the WBAN, and was known as the “Wireless Sensor Network Security Framework (WSNSF) architecture”. This system provided a secure routing as it used the dynamic key cryptography. Many different protocols consist of numerous other mechanisms, and hence, research is aimed towards protecting these protocols from specific attacks, for instance, the Probabilistic Routing Protocol which used the History of Encounters and Transitivity (ProPHET).

Another queueing mechanism was proposed by [15], based on the probability of restricting or limiting the flooding attacks. In another study, [16] proposed a novel Trust-based Security Protocol (TSP) which protected the system against the black-hole attacks, while [17] developed and investigated a DoS-resistant data transmission system for the WSNs.

A secure data transmission can be achieved based on its geo-location. In one study [18] proposed a novel framework that used the geo-location bound secret keys for securing the WSN. Here, every node was seen to store the keys depending on their position. Hence, the nodes only received the packets from the other authorized nodes as the primary nodes were aware of the origin of the data packets.

To the best of our knowledge, no research study has addressed the problems related to data integrity and used a CRC perspective for improving the data transmission in a WBAN system.
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III. METHODOLOGY

The main objective of this study is to develop a novel authentication method for the WBANs, for maintaining a minimal number of undetected error data packets. Hence, we have introduced an AODV routing protocol which uses the improved CRC protocol. Thereafter, we evaluated this proposed system consisting of channel parameters which were based on the Gilbert-Elliott model.

This Gilbert-Elliott model was initially developed by [19] and [20] and consisted of a varying binary symmetric channel. The crossover probabilities in this model were determined by the current state of the discrete-time, stationary binary Markov processes. These states were appropriately designated as G indicating “good” or B indicating “bad”. As this model was based on the Markov process, it consisted of a memory that depended on the variable probabilities of the states [21]. Hence, the WBAN sensor nodes could communicate with one another via a channel based on the Gilbert-Elliott model. Figure 1 presents a visual summary of the technique. The subsequent subsections describe the AODV routing, enhanced CRC polynomial, and the simulation model used in this study.

A. Ad-hoc On-demand Distance Routing (AODV)

The routing of the data packets between the nodes within the ad-hoc network can be achieved by using routing protocols that determine the routes for transmitting the data packets through the sensor nodes so that they reached their destination. One such routing protocol is known as the AODV. The Internet Engineering Task Force (IETF) stated that the AODV was used by the mobile nodes with an ad hoc network. This protocol offered a rapid adaptation to the dynamic link conditions, required a lower network utilisation, low processing, and memory overhead, and helped the nodes in determining the unicast routes to their destination within an ad hoc network. Ad-hoc On-demand Distance Vector protocol used the destination sequence numbers for ensuring the loop freedom constantly (even during the anomalous delivery of the routing control messages), and for avoiding the problems (like the ‘counting to infinity’) which were related to the conventional distance vector protocols [22] [23].

B. Improved CRC Polynomial

The CRC codes are a very popular and recognisable form of the data integrity mechanism and are used in the industries for digital communication. Often, they are the primary line of defence and can detect the data packet corruption occurring between 2 nodes in the communication link [24]. Several CRC implementation techniques have been described for various applications, ranging from the embedded [24] and wireless networks [25] to the communication protocols like the USB 3.0 [26]. Their popularity and acceptance is based on their encoding and decoding performance, simplicity, and reliable error detection [11]. With an increase in the data throughput, optimised CRC techniques must be implemented. Enhancing the CRC implementation from the software perspective involves the optimisation of the population of polynomials or determining ways to reduce the initial search for the set of polynomials within a population. Selecting differing polynomials for a particular word length or bit length is essential during optimisation.

The main objective while determining an appropriate CRC polynomial must ensure optimization, i.e., maximizing the Hamming Distance (HD) and minimizing the Hamming Weight (HW). Conventionally, these polynomials are determined by trying all the probable cases of the
polynomials along with their data bit errors (1, 2, and 3-bit message length errors), and thereafter, the most optimal polynomial is selected. Though this technique is suited for a smaller word length or polynomial degree, the larger data values show a high computational complexity and no solution can be generated.

In this paper, we have attempted to decrease the computational complexity using the Genetic Algorithm (GA), which treats the issue as an optimization problem. The GA is an evolutionary type of a computation method. However, no single definition can differentiate this technique from other evolutionary computation methods. Despite this fact, the GA method shows some common characteristic features, like the population of chromosomes, fitness-based selection, crossover for generating new offspring and a random mutation in the new offspring [27]. The GA helps in reducing the population size of the problem set by carrying out a directed search [28]. This feature is in direct contrast with the conventional methods, which are of a random nature and involve the investigation of all the members present in the population of a problem set.

The data integrity of the transferred data packets is ensured with the help of data encryption. One principle to secure the operations of the cypher is diffusion. This can be satisfied when the single bit of plain text is altered, as each bit in the cypher text is seen to change at the 0.5 probability and vice versa. This can be very helpful for the current situation as any errors occurring in the messages during the data transmission could lead to numerous errors within the message which could be useful for the next step (i.e., CRC detector) to decrease the undetected error number. This number is further decreased by ensuring that every data packet consists of a header that is known by the sender and the receiver. Hence, if this error remains undetected by the Frame Check Sequence (FCS), it is further detected by determining any change made in the header after the decryption.

In this paper, we have used the Advanced Encryption Standard (AES) specification for all encryption-related functions for the headers. This specification [29] is defined as the block cypher that is used in 2 ways, i.e., for encrypting information within a cypher text and decrypting the resulting cypher text to its actual format. This is a symmetric-key algorithm, where the same key can be used for the encryption and the decryption functions. It encrypts data in 128-bit blocks by applying 128, 192, and 256-bit cryptographic keys. Here, we have used the 128-bit cryptographic keys.

For validating this proposed methodology, we carried out experiments in a MATLAB environment using the in-built GA toolbox. We used a 112-data word size, with a highest probable polynomial degree of 16. All bit error cases ranged between 1 and 6 bits, while a maximum of 400,000 combinations was investigated for every case. A minimum HD constraint value of 6 was used.

Table 1 presents the resulting polynomial, number of undetected errors, number of undetected errors with the encryption, and number of undetected errors with encryption with the header having a 1-byte size, and 4 million combinations of the 8-bit errors were randomly selected and tested. A data of 112-bit word size was used. The main advantage of including the encryption and the header is clearly observed. Without the encryption and the header, 141 undetected error probabilities are observed. However, the addition of the encryption decreased this number to 60, while the addition of header and encryption decreased this number further as shown in Table 1 the undetected error decrease from 141 to 0, thereafter, assisting the CRC technique to determine all the probable errors.

C. Simulation Model

For evaluating the effect of an enhanced CRC polynomial on an AODV protocol, we compared the performance of the AODV protocol having a CRC polynomial and generated by the GA with a standard benchmark technique [30].

The model has been simulated in MATLAB environment. All experiments assumed a primary scenario comprising of a human who was waving his hands over his head, while the second scenario described a person carrying out a stand-up and sit-down action. For evaluating the human body movements, the authors used the dataset developed earlier in [31]. This dataset consisted of many general human activities. We attached 20 sensors (1-20) to a human body and these sensors communicated via Node 45 through the 24 relay nodes (21-44). The design is depicted in Figure 2.
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In both the cases (AODV [32] protocol with or without an enhanced CRC integration), we carried out experiments till we observed a notable difference. We have carried out 7 experiments, each lasting for 1500 sec. Some of the channels between the nodes were presumed as optimal, while others were presumed to follow the Gilbert-Elliott model. In Table 2, we described the nodes transmitted in the channels, modelled on the Gilbert-Elliot design, during these experiments.

It could be seen that every sensor-generated data packets which used 2 Poisson random variables. One of them determined the number of the data packets that were generated, while the other estimated the time interval between the generation of the data packets. They adopted a power consumption model described in [33]. Also, 2 activities from the dataset described by [34] were used for determining the trajectories of the body joints during the hand waving and the sit-down /stand-up experiments. All significant node parameters are described in Table 3, while Table 4 presents the Gilbert-Elliott channel parameters used. Table 5 represents the parameters of GA algorithm.
Table 2

Nodes transmitting in the GE-modelled channels

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>38</td>
</tr>
<tr>
<td>2</td>
<td>38 28</td>
</tr>
<tr>
<td>3</td>
<td>38 28 34</td>
</tr>
<tr>
<td>4</td>
<td>38 28 34 35</td>
</tr>
<tr>
<td>5</td>
<td>38 28 34 35 39</td>
</tr>
<tr>
<td>6</td>
<td>38 28 34 35 39 40</td>
</tr>
<tr>
<td>7</td>
<td>38 28 34 35 39 40 44</td>
</tr>
</tbody>
</table>

Table 3

Important node parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coverage zone radius</td>
<td>0.8 m</td>
</tr>
<tr>
<td>Message length</td>
<td>112 bit</td>
</tr>
<tr>
<td>CRC polynomial</td>
<td>001001001001001001</td>
</tr>
<tr>
<td>Data buffer size</td>
<td>100 packet</td>
</tr>
<tr>
<td>Data packet life time</td>
<td>10 second</td>
</tr>
<tr>
<td>Inter-arrival time</td>
<td>6 second</td>
</tr>
<tr>
<td>Mean of generation data packets</td>
<td>5 packet</td>
</tr>
<tr>
<td>Route request time out</td>
<td>2 second</td>
</tr>
</tbody>
</table>

Table 4

Gilbert-Elliott channel parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>b Pr[Si=B</td>
<td>Si-1=G]</td>
</tr>
<tr>
<td>g Pr[Si=G</td>
<td>Si-1=B]</td>
</tr>
<tr>
<td>Error probability in bad state PB</td>
<td>0.1</td>
</tr>
<tr>
<td>Error probability in good state PG</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5

Genetic Algorithm parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>45</td>
</tr>
<tr>
<td>Chromosome length</td>
<td>16</td>
</tr>
<tr>
<td>Maximum number of generation</td>
<td>60</td>
</tr>
<tr>
<td>Selection rate</td>
<td>0.8</td>
</tr>
<tr>
<td>Crossover rate</td>
<td>0.8</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.2</td>
</tr>
</tbody>
</table>

IV. RESULTS AND ANALYSIS

Figures 3 and 4 describe the PDR values for the hand-waving and the stand-up scenarios, respectively. Clearly, the AODV protocol with the improved CRC polynomial resulted in higher PDR values, as the corrupted data packets were resent.

Figures 5 and 6 describe the overhead for the two scenarios, respectively, for every experiment. Clearly, the AODV protocol with the improved CRC polynomial resulted in higher overhead values, as a novel control message was used. The increase was insignificant since it provided a better PDR, in return.

Figures 7 and 8 present the values for the E2E delay for the two scenarios. A lesser E2E delay was noted when the improved CRC protocol was used since many of the corrupted data packets were filtered and eliminated.

Figures 9 and 10 present the energy consumption values for the 2 scenarios. It could be noted that the use of an AODV protocol with the improved CRC polynomial resulted in higher energy consumption because the data packets were retransmitted and the error messages were sent [35].
Figure 6: Performance evaluation of overhead for the stand-up scenario with and without GA for 7 experiment attempts

Figure 7: Performance evaluation of E2Es for the hand waving scenario with and without GA for 7 experiment attempts

Figure 8: Performance evaluation of E2Es for the stand-up scenario with and without GA for 7 experiment attempts

Figure 9: Performance evaluation of energy consumption for the hand waving scenario with and without GA for 7 experiment attempts

Figure 10: Performance evaluation of energy consumption for the stand-up scenario with and without GA for 7 experiment attempts

V. CONCLUSION

The high number of communication errors observed in the WBANs is concerning. The CRCs are helpful in maintaining the data transmission integrity and are seen to be influenced by the selected polynomial. In this paper, we developed and proposed a novel methodology for improving the CRC polynomials with the help of a heuristic search, and using the resulting CRCs and the encryption for enhancing the error detection in the WBANs.

The results have shown that this method was fairly successful since it led to an increase in the PDR and a decrease in the E2E delay. Also as expected, the overhead showed higher values because of the use of a novel control message type. The energy consumption also increased because of the error messages being sent and a retransmission of the data packets. This was not a serious problem as it could be presumed that this proposed technique was operational only during some particular scenarios, when the medium was subjected to noise or if the data was highly critical. The disadvantages of this technique were outweighed by the advantages due to data integrity and the performance of the proposed scheme.
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