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Abstract—The world today faces the biggest 
waste management crisis due to rapid economic 
growth, congestion, urban planning issues, 
devastating negative symptoms and political 
affairs. In addressing this waste management 
problem, many methods of solving waste 
management have proven not to be as planned. 
In this high technology era, the innovation of 
humanoid robots is found to be helpful to support 
the everyday human life. The industry is gearing 
towards automation to increase productivity at the 
same time will improved quality of life to local 
communities. Therefore, in this paper Thrash 
Collecting Robot (TCR) is proposed to help 
provide automatic control in thrash collection. The 
TCR, built on the LEGO Mindstorm EV3 robot, can 
distinguish between static and dynamic barriers, 
and can move according to the programming that 
has been created. TCRs are basically composed 
of sensors designed according to different 
requirements in order to detect dynamic barriers. 
TCR is one type of Cloud Robot that implements 
image processing techniques to identify the type 
of waste that has been collected. The concept of 
image processing built in TCR by using Cloud 
Representational State Transfer (REST API). 
This concept has been applied by Google Cloud 
API and Sighthound. This cloud services used 
machine vision techniques to identify and classify 
the type of thrash images; whether it is plastic, 
metal or paper. Experiment results show that 
SightHound gives accurate result compared to 
Google Cloud in classifying thrash types.

Keywords—Image processing; LEGO Mindstorm 
EV3 robot; Cloud Robot; Google Cloud API and 
SightHound. 

I .  INTRODUCTION

M achine vision provides the technology on  
 image analysis applications, for example in 
classification, identification, and robot guidance 
which usually use in industry.  Image processing 
is one of the element which provides the 
algorithm such as in edge detection[1] in order 
to obtained accurate localisation on image[2]. 
Machine vision plays an important role in robotic 
applications.
 Robots are human like machines that are 
capable of doing what they are programmed to 
do. They have shown significance in decreasing 
human workloads; especially in industry. In 
manufacturing tasks, speed and efficiency 
have historically been improved upon by 
robotic systems. Robots have replaced humans 
in many industries; especially in repeated or 
dangerous situations. A line follower robot is 
generally a robot that tracks and follows a pre-
defined black line or path on a white surface [3]. 
The importance of the robotics field has been 
acknowledged by researchers since machine 
development first began, because it provides 
a useful tool for environment detection and 
decision-making during automation processes. 
Drawbacks of robotic operations include extra 
hours needed for programming and they 
are limited to certain predefined operations 
that cause rigid automation. One solution to 
improve system adaptability is to integrate 
image processing and make it open to other 
potential applications. For example, work by [4] 
aimed to imitate human behaviour in sketching 
human facial portraits. There are 10 types of new 
robotic trends, which are bio inspired robots, 
micro-nano-femtorobots, walking machines, 
toy robots, ubiquitous robots, household robots, Article history: Manuscript received 13 February 2018; received in 
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cloud robots, flying robots, autonomous driving 
vehicles and modular self-reconfiguring robots. 
 Trash management becomes serious 
problem for citizens in the world and 
environment. People might not be realise it, 
but the world is now facing big problems when 
it comes to waste management. However, 
nowadays many people are unable to work as 
cleaner as they could only get low salary by doing 
that job. In the future with the development 
of robotic and artificial intelligence areas, all 
routine work collecting and separating garbage 
will be assisted by robots and humans will only 
be supervisors . So, there’s possible market for 
government to purchase the robot to solve the 
trash problems. Therefore, this TCR was build 
and designed to solve this problem as it would 
not only be collecting trash but also categorise 
the trash to the type of object accordingly. So, in 
this case, people might purchase this TCR where 
it can be used to educate people to recycle but 
not only throw the rubbish inside the trash bins.
 TCR is a smart robot that can collect 
garbage and put it in place. TCR distinguishes 
waste material and puts it in suitable containers. 
This robot helps people clean the area without 
monitoring it. Problems with traditional systems 
require a lot of labour to do cleaning work. The 
ideal solution for reducing the workforce to 
do the same work repeatedly is to use a smart 
cleaning agent that can clean the city in a more 
effective way.
 TCR can be categorized as a household 
robot. The smart bin robot was designed to focus 
on selecting the type of rubbish by using a blob 
detection algorithm, which enabled it to open 
and close its lid automatically [5]. The clean-up 
task, designed in [6], uses a more unstructured 
procedure, within which the robot needs to 
clean a table and categorize trash accordingly, 
after cooking is completed. Even though the 
robot can finish its task, it still depends on a 
processor to classify trash image types, which 
can be quite difficult.
 Cloud robots are said to be exciting 
possibilities in the near future, because of their 
reduced requirements for on-board processing, 
which can increase efficiency in performing 
complex tasks [7]. A Google researcher claimed 

that cloud computing could make robots 
smaller, cheaper, and smarter. Calling this 
approach ‘cloud robotics,’ it allows the robot 
to offload computer-intensive tasks, like image 
processing. Cloud robotics could make that 
possible by expanding the robot’s knowledge 
beyond its physical body [8].
  Representational State Transfer (REST) 
is designed to bring dominance advantages of 
current protocols. REST can be used for nearly 
all existing protocols. It helps developers 
without installing libraries or additional 
software. REST data doesn’t depend on any 
techniques or resources and has the ability to 
handle various types of calls, return different 
data formats and alter structures with proper 
hypermedia implementation. There are two 
‘Clouds’ that claim to use the REST concept, 
namely Google Cloud API and SightHound. 
These Clouds allow developers to understand 
computer visions in image content by enabling 
a powerful machine learning model to classify 
images, detect objects and read printed words 
contained within images. These Cloud API were 
used in [9]–[12].
 This paper proposes a trash collecting 
robot that can classify trash and insert it into 
corresponding bins. Here, a comparison between 
two cloud services for image processing, Google 
Cloud API[13] and SightHound [14], will be 
executed.

II.   TRASH COLLECTING ROBOT 
(TCR)

 The proposed robot use image processing 
to identify the type of recyclable trash and 
allocation to different recycling bins. For image 
processing, cloud services are used to identify 
the content of the captured image[15]. Fig. 1 
presents the TCR robot design from different 
views. 
 The method used for our research testing 
phase is rapid prototyping. The robot is tested 
from phase to phase; each phase tests whether 
the robot can achieve the project objective 
or not. Rapid prototyping has been used 
primarily to test robot functionality. The people 
involved during this testing phase are the 
group members (who will develop and test the 



Comparison on Cloud Image Classification for Thrash Collecting LEGO Mindstorms EV3 Robot

31ISSN: 2590-3551     eISSN: 2600-8122            Vol. 2     No. 1    April 2018

robot) and the supervisor (who will supervise 
the entire project). The first phase tests the 
movement of the robot i.e., whether the robot 
can move forwards smoothly, in order to test 
the functionality of the motor. 
 During the second phase, we test the 
functionality of the ultrasonic sensor; which 
helps the robot to judge distances and “see” 
where objects are located. The sensor can detect 
an object and measure its proximity in inches or 
centimetres. This sensor is implemented in the 
TCR and to stop movement when an obstacle is 
detected at a certain distance (in this case, 75 cm 
for image capture and 12cm to pick the object 
up). 
 In the third phase, we test the functionality 
of the colour sensors. The colour sensors enable 
the robot to detect colour for ‘line following’ 
and the colour of the relevant trash bin. We 
used black and red sticky tape to make the line 
on the map. The robot will follow the black line 
for straight movement and stop when it reaches 
a red line. It will then follow the red line to go 
to the designated bin. We also used blue, orange 
and green coloured paper for trash bins; to 
differentiate between types of material i.e., tin 
cans, bottles and paper; based on the captured 
image (see Fig. 2).
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Fig. 2.  (a) Robot at starting point, successfully moving forward (b) robot at 
75 cm to capture the image and process it (c) robot is 12 cm from the object 
and ready to pick it up (d ) pick up process and (e) the object is put into the 

appropriate coloured bin based on trash type 
 

III     EXPERIMENT AND RESULT 
 

TCR is an intelligent cloud robot agent. It identify trash and 
place it the designated container. Object recognition application 
with image processing in EV3 Robot will be apply to precisely 
identify type of waste material such as aluminium, paper, glass, 
iron and others, TCR is able to move on a smooth track. LEGO 

Mindstorms EV3 is used as the ‘brain’ for processing all 
commands and TETRIX set is used as the ‘brawn’ to support 
the architecture because its  aluminium elements make it an 
ideal way to construct a robot with stable body structure. By 
integrating Python with the ev3dev library platform, it is much 
easier to collaborate with the APIs provided by Google Cloud 
API and SightHound in order to perform image processing and 
results will be obtained via the internet. Ev3dev is a Debian 
Linux-based operating system that runs on LEGO Mindstorms 
compatible platforms and create a new software platform to 
program robot. TCR is also able to pick-up objects once their 
presence is sensed, and takes a picture using the wireless 
camera to distinguish their type via Google Cloud Vision API 
and Sighthound. TCR is then able to identify the type of object 
that has been collected. It will then categorise them by colour. 
Sixty thrash images are used in these experiments which consist 
images from different angle. Fig. 3 shows an image processing 
procedure of the trash images that have been involved in the 
Google Cloud Vision API and Sighthound. 

  

 

 

 

 

  

  

    

 

 

 
 

 
Fig. 3. Image processing procedure been involved in the Google Cloud Vision 
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where, each type of thrash images accuracy will be calculated. 
Fig. 4 present the accuracy of waste material identification, 
based on the captured image, using Google API Cloud Vision 
and Sighthound. It clearly shows that by using SightHound, 
TCR can determine the type of waste material more efficiently 
than Google API Cloud Vision.  
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ideal way to construct a robot with stable 
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IV CONCLUSION 
As a conclusion, humanoid robot will improve the quality of 

human life. All the repetitive works will be done by them and 
supervised by human. In the future people will become more 
innovative to create product that can solve daily live task.   
Cloud robotics as TCR, based on the LEGO Mindstorm EV3 
robot, has been built to assist in providing automatic collection 
of waste materials that really help waste management company. 
An image processing system was integrated into TCR and two 
cloud vision services which are Google Cloud Vision API and 
SightHound was compared. From the experiments, it was found 
that SightHound could identify the type of waste material 
images more efficiently than the Google Cloud Vision API. In 
the future, we propose that large scale processing works, such 
as image processing, needs to be done in an environment with 
better processing power. To achieve this, the robot should be 
equipped with a wireless camera and a network card. The 
wireless camera will capture the image of an object and the 
metadata of that image will be sent to a server for image 
processing. All of the heavy processing work will be done at the 
server. The results will then be returned, and the robot will be 
able to identify the type of trash.  
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IV.   CONCLUSION
 As a conclusion, humanoid robot will 
improve the quality of human life. All the 
repetitive works will be done by them and 
supervised by human. In the future people 
will become more innovative to create product 
that can solve daily live task.   Cloud robotics 
as TCR, based on the LEGO Mindstorm EV3 
robot, has been built to assist in providing 
automatic collection of waste materials that 
really help waste management company. An 
image processing system was integrated into 
TCR and two cloud vision services which are 
Google Cloud Vision API and SightHound 
was compared. From the experiments, it was 
found that SightHound could identify the type 
of waste material images more efficiently than 
the Google Cloud Vision API. In the future, 
we propose that large scale processing works, 
such as image processing, needs to be done in 
an environment with better processing power. 
To achieve this, the robot should be equipped 
with a wireless camera and a network card. 
The wireless camera will capture the image of 
an object and the metadata of that image will 
be sent to a server for image processing. All of 
the heavy processing work will be done at the 
server. The results will then be returned, and 
the robot will be able to identify the type of 
trash. 

REFERENCES
[1] Z. Othman and A. Abdullah, “An Adaptive 

Threshold Based On Multiple Resolution Levels 
for Canny Edge Detection,” in IRICT 2017: 
Recent Trends in Information and Communication 
Technology, 2017, pp. 316–323.

[2] Z. Othman, A. Abdullah, and A. S. Prabuwono, 
“Supervised Growing Approach for Region of 
Interest Detection in Iris Localisation,” Adv. Sci. 
Lett., vol. 24, no. Number 2, p. 1005–1011(7), 2018.

[3] M. K. Nurul Nadirah, S. A. (UTeM) Sharifah 
Sakinah, and S. Abdul Samad, “Improved fuzzy_
PID controller in following complicated path 
for LEGO Mindstorms NXT,” in Proceedings of 
Mechanical Engineering Day 2017, 2017, pp. 474–
475.

[4] A. Mohammed, L. Wang, and R. X. Gao, 
“Integrated image processing and path planning 
for robotic sketching,” Procedia CIRP, vol. 12, pp. 
199–204, 2013.

[5] F. Umam, “Optimalization of Detection and 
Navigation Smart Bin Robot Using Camera,” Adv. 
Sci. Lett., vol. 23, no. 12, p. 12432–12436(5), 2017.

[6] J. T. C. Tan, K. Okuno, and T. Inamura, 
“Integration of work operation and embodied 
multimodal interaction in task modeling for 
collaborative robot development,” 4th Annu. IEEE 
Int. Conf. Cyber Technol. Autom. Control Intell. Syst. 
IEEE-CYBER 2014, pp. 615–618, 2014.

[7] P. Kopacek, “Development Trends in Robotics,” 
IFAC-PapersOnLine, vol. 49, no. 29, pp. 36–41, 
2016.

[8] E. Guizzo, “Robots with their heads in the 
clouds,” IEEE Spectr., vol. 48, no. 3, pp. 17–18, 
2011.

[9] I. A. T. Hashem, I. Yaqoob, N. B. Anuar, S. 
Mokhtar, A. Gani, and S. Ullah Khan, “The rise of 
‘big data’ on cloud computing: Review and open 
research issues,” Inf. Syst., vol. 47, pp. 98–115, 
2015.

[10] A. G. Del Molino, B. Mandal, J. Lin, J. H. Lim, 
V. Subbaraju, and V. Chandrasekhar, “VC-I2R@
ImageCLEF2017: Ensemble of deep learned 
features for lifelog video summarization,” CEUR 
Workshop Proc., vol. 1866, 2017.

[11] S. Z. Masood, G. Shu, A. Dehghan, and E. G. 
Ortiz, “License Plate Detection and Recognition 
Using Deeply Learned Convolutional Neural 
Networks,” 2017.

[12] A. Dehghan, E. G. Ortiz, G. Shu, and S. Z. 
Masood, “DAGER: Deep Age, Gender and 
Emotion Recognition Using Convolutional 
Neural Network,” 2017.

[13] “Google Cloud Platform.” [Online]. Available: 
https://cloud.google.com/apis/docs/overview.

[14] “Sighthound.” [Online]. Available: https://www.
sighthound.com/technology/.

[15] Z. Othman, N. A. Abdullah, C. K. Yee, F. Farina, 
W. Shahrin, and S. S. Syed, “Image Processing 
Technique using Google Cloud API and 
Sighthound for Lego Mindstorms EV3 Robot,” 
Robot. Autom. Eng. J., vol. 2, no. 3, pp. 2–4, 2018. 




